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High-performance transaction systems, such as, e-business systems, experience large variations in their usage patterns, yet are required to deliver excellent response times to their customers. Significant performance testing and tuning is therefore needed to ensure that such applications deliver high performance under a wide range of unpredictable loading conditions. In this position paper, we propose a novel transaction system performance-evaluation method; this method, based on the capture and playback of real workloads, makes testing and tuning more efficient and accurate.

Modern transaction system performance is typically evaluated using a combination of analytical and experimental techniques. Analytical tools allow users to construct a system model, calibrate the model against measurements from the existing system, and use it to predict future performance and scale. There are two principal limitations of this approach. First, building, calibrating, and maintaining the analytical models is a time-consuming process; second, models only characterize the performance of the system approximately and often ignore detailed bottlenecks and non-linear behavior. 

Load testing tools can help developers create a synthetic script that emulates a user transaction, and then drive the system using a combination of synthetic transactions. This is an excellent technique for pre-deployment load testing of new applications. However, other performance evaluation tasks, such as: (a) reproducing, diagnosing, and fixing performance problems with production systems, (b) scalability analysis and capacity planning, and (c) pre-deployment load testing of existing applications, are beyond the capabilities of synthetic tools.  For example, these tasks may require combinations of transaction sequences and types, transaction timing information, a large mix of data values within transactions, and customer and system error conditions. Such characteristics are present in production workloads, but are often difficult to express using synthetic workloads. Overall, the problem is the large gap between production workloads and what can be reasonably or easily expressed with synthetic loading tools.

We propose a new approach for evaluating the performance of transaction systems using real workloads extracted from production or operational systems. Once captured, these workloads can be modified and manipulated offline and can be replayed on an equivalent test system. The objective of the workload capture and replay is to reproduce the approximate performance behavior of the original system under production conditions. 
We have constructed a set of software tools that can capture, manipulate, and playback real workloads. These tools operate in the following way:

1. They capture the initial state of the system under test (e.g., the state of databases).

2. They capture the full workload of the system under test, including online, batch, and other inputs to the system.

3. To prepare the workload for playback, they pre-process the workload and the initial system state to identify internal and external dependencies within the workload. 

4. They modify the captured workload and state in one or more of the following ways to:

a. translate it so that it can played back against a different system under test (e.g., a different DBMS)

b. scale it up or down depending on the testing needs of the customer (by duplicating sequences of transactions, compressing the timing etc)

c. modify the workload to match desired characteristics (change the mix of transactions etc)

5. Restore the processed (original or modified) system state in the test environment.

6. Replay the processed (original or modified) workload in the test environment.

We have developed automated and semi-automated instrumentation techniques (for Java and C++ environments) to capture workload from production environments, process and modify the workload, and replay them. We have used this approach at a financial transaction processing company to capture two weeks of production workload and replay it back for performance and scalability analysis. We are in the process of deploying the automated and semi-automated instrumentation techniques at other customer sites, and we expect to report on some of these results at the workshop.

Performance evaluation based on capture, playback, and manipulation of real workload has many advantages. It provides an accurate, real and repeatable workload that can be used to reduce the time and effort involved in reproducing production performance problems, diagnose and fix the performance problem, and tune transactional applications.  Since our approach is largely automated, our test harness is simple and easy to maintain; unlike load testing tools, there are no scripts to write and maintain. 
Using real workload for performance evaluation also has some drawbacks. It requires a real working system from which the workload can be captured, which makes it unsuitable for pre-implementation performance evaluation, unlike analytical modeling and simulation. It requires a test environment to execute the real workload, and the accuracy of the results may depend on the similarity between the original environment from which the workload was captured and test environment on which it will be played back. Although our approach is quite accurate, like other experimental techniques, it may take long to run, and can produce a large amount of data.
We believe that the benefits of using real workload for evaluating the performance of transactional systems far outweighs its drawbacks. In fact, it is very difficult and time consuming to address performance problems in transaction systems that are deployed in production without using real workload. In the future, we expect broader use of real workload to address performance issues with high performance transactional systems.
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