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Fast Forward Two YearsFast Forward Two Years

•• Case study: Case study: FacebookFacebook
–– Wanted to create an enterprise data warehouseWanted to create an enterprise data warehouse
–– Brought in all the usual suspects EDW vendors forBrought in all the usual suspects EDW vendors for

extensive extensive POCsPOCs
–– In the end, they went with In the end, they went with HadoopHadoop!!
–– Added their own SQL-layer on top of Added their own SQL-layer on top of HadoopHadoop (Hive) (Hive)
–– Recent statisticsRecent statistics

•• 2.5 2.5 petabytepetabyte enterprise data warehouse enterprise data warehouse
•• Adding 15TB of new data a dayAdding 15TB of new data a day

•• Entire companies (e.g. Stampede) are beingEntire companies (e.g. Stampede) are being
started that specialize in using started that specialize in using HadoopHadoop to create to create
data warehousesdata warehouses



DeWitt AndDeWitt And
StonebrakerStonebraker Were Were

Right!!!!!Right!!!!!

•• ItIt’’s not apples and orangess not apples and oranges
•• A comparison is not only possible, itA comparison is not only possible, it’’s necessarys necessary



Well, They Used to be RightWell, They Used to be Right

•• Now Now StonebrakerStonebraker is saying that  is saying that HadoopHadoop
and and DBMSsDBMSs can coexist in the enterprise can coexist in the enterprise

•• Even Mike Olson (founder of Even Mike Olson (founder of ClouderaCloudera!)!)
says that says that HadoopHadoop need not encroach on need not encroach on
the traditional DBMS spacethe traditional DBMS space

•• I disagree --- I disagree --- HadoopHadoop will increasingly be will increasingly be
used for apps that used to be the realm ofused for apps that used to be the realm of
DBMSsDBMSs



People Who Choose Not to UsePeople Who Choose Not to Use
Database Systems ArenDatabase Systems Aren’’t Dumbt Dumb

•• There must be a reasonThere must be a reason
–– DBMSsDBMSs are too expensive are too expensive

•• Free / open source databases likeFree / open source databases like
MySQL/PostgreSQL/IngresMySQL/PostgreSQL/Ingres don don’’t scale out of thet scale out of the
boxbox

•• Proprietary solutions price by the TB or per CPUProprietary solutions price by the TB or per CPU

–– DBMSsDBMSs are too hard to use are too hard to use
–– DBMSsDBMSs don don’’t scalet scale

•• Yes, they should scale in theory. But in practiceYes, they should scale in theory. But in practice
they donthey don’’t scale. Even the expensive solutions.t scale. Even the expensive solutions.



Scalability Problems With TodayScalability Problems With Today’’ss
Parallel DatabasesParallel Databases
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HadoopDBHadoopDB

•• Project at Yale whose goal is to turn Project at Yale whose goal is to turn HadoopHadoop
into a parallel DBMSinto a parallel DBMS

•• Basic idea: supplement HDFS with a single-nodeBasic idea: supplement HDFS with a single-node
free/open-source DBMS on each nodefree/open-source DBMS on each node

•• Store structured data in the database instancesStore structured data in the database instances
•• Leverages 2 decades of research in DBMSLeverages 2 decades of research in DBMS

literatureliterature
–– E.g. indexing, compression, direct operation onE.g. indexing, compression, direct operation on

compressed data, I/O sharing, column-wise storagecompressed data, I/O sharing, column-wise storage
•• See VLDB 2009 paperSee VLDB 2009 paper



HadoopDBHadoopDB Architecture Architecture



HadoopDBHadoopDB Performance Performance
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HadoopDBHadoopDB Scalability Scalability
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ConclusionsConclusions

•• HadoopHadoop will be used more and more for parallel will be used more and more for parallel
data analysisdata analysis

•• ItIt’’s performance will be worse than parallels performance will be worse than parallel
databasesdatabases
–– But itBut it’’s free, easy to use, and more scalables free, easy to use, and more scalable

•• HadoopDBHadoopDB working on improving performance of working on improving performance of
HadoopHadoop on structured data analysis on structured data analysis
–– FacebookFacebook, Yahoo, and Berkeley also working on, Yahoo, and Berkeley also working on

HadoopHadoop performance performance


