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Need another metric for scalability!
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Eliminated majority of the unscalable CSs
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e
Conclusion

e Achieving scalability takes a lot of effort
e Multicores expose the bottlenecks of DBMSs
e Need another metric for the scalability

— Look at your critical sections

e Scale-up as much as you can

— Within a single node before thinking about scaling-out

— With a shared-everything design before moving to shared-
nothing
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