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Safe Harbor Statement

The following is intended to outline our general product direction. It is intended for 
information purposes only, and may not be incorporated into any contract. It is not a 
commitment to deliver any material, code, or functionality, and should not be relied upon 
in making purchasing decisions. The development, release, timing and priceof any 
ŦŜŀǘǳǊŜǎ ƻǊ ŦǳƴŎǘƛƻƴŀƭƛǘȅ ŘŜǎŎǊƛōŜŘ ŦƻǊ hǊŀŎƭŜΩǎ ǇǊƻŘǳŎǘǎ may change and remains at the 
sole discretion of Oraclecorporation. Fees apply for new database product offerings.
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Challenge: non-uniform communication



OLTP on Hardware Islands

Shared-everything Shared-nothingIsland shared-nothing

V stable
U not optimal

V fast
U sensitive to workload

V robust middle ground

6Optimal configuration depends on workload and hw



Rack-scale hardware platforms

ωAbundant non-uniform parallelism
ςNeed to scale across many cores

ωLarge main memories
ςDatasets are memory resident

ωNetwork & DRAM converge
ςNeed to scale across multiple nodes

7A hierarchy of Hardware Islands
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Read-only workload
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Silo + 2PC
8nodes x 10cores
Reading 10 rows
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Update workload
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Updating 2 rows

Every multisite transaction adds huge overhead



²Ƙȅ ŘƻƴΩǘ ǳǇŘŀǘŜǎ ǎŎŀƭŜ ƻǳǘΚ
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Multicore-optimized OCC very sensitive to delays10

2nodes x 1core



DBMS Layer-Cake
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Queries

Query Optimization 
and Execution

Relational Operators

Buffer Management

Files and Access Methods

Disk Space Management

Query Parser Transactions

Concurrency 
Control

Recovery
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OLTP OLAP
ETL
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