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Open-Channel	SSDs		



CIDR	2011	
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L.Bouganim et al. CIDR 2011 
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FAST	2017	



Predictable	Reads?	
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M.Bjørling et al. FAST 2017 

Open-Channel SSD: CNEX Labs Westlake SDK 
Concurrent 4K Reads I 64K Writes 
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Predictable	Reads?	
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M.Bjørling et al. FAST 2017 



AnC	latency-binding	
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Open-Channel SSD: DFC Card + OX controller 
uFlip-OC 𝜇OC1: Loop (Erase; Write 0-511; Read 0-511) 

I.Picoli et al. APSYS 2017 



LightNVM	
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lightnvm.io 



Open-Channel	SSDs:	Design	Space	
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FTL 

LightNVM	separates	(applica&on-customisable)	
front-end	SSD	management	from	(media-specific)	

back-end	SSD	management.		



LightNVM	
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(1)  NVMe	Device	driver	
DetecCon	of	Open-Channel	SSDs	
Implements	PPA	Interface	
(2)	LightNVM	Subsystem	
Core	SSD	management	funcConality	
(3)	High	Level	I/O	Interface	
Pblk	–	block	device	via	full-fledge	FTL	
liblightnvm	–	access	to	core		
		SSD	management	from	user-space	

With	LightNVM,	a	system	in	user	space	can	fully	control		
data	placement	and	I/O	scheduling	across	mulCple	open-

channel	SSDs	



PPA	Address	Space	
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PPA	provides	(i)	a	hierarchical	address	space,	based	
on	SSD	intrinsic	parallelism	(channels	and	PUs)	and	

media	characteris&cs,	and	(ii)	vectored	I/Os.		



The	Linux	FTL	
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Pblk 
http://lightnvm.io/pblk-tools/ 

FTL	are	
transacConal	
systems.	

[Sang	Lyul	Min	et	al,	2002]	



AdopCon	
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Radian Memory Systems 



Programming	the	Storage	Controller	

·	13	

Jim Gray, NASD Talk, 6/8/98 
http://jimgray.azurewebsites.net/jimgraytalks.htm 
 



DragonFire	Card	(DFC)	
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FPGA	
8x	ARMv8	64-bit	

+	
HW	accel.	

Non-Volatile Memory 
 (240-pin UDIMM) 

4x10GbE 

PCIe x4 

2xPCIe x4 

LS2088A Stratix A7 

https://github.com/DFC-OpenSource 



DFC	M.2	Carrier	
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1.  What	is	“everything”?	
•  Store	abstracCon(s)	embedded	on	storage	controller?		
•  How	much	applicaCon	logic	is	pushed	to	the	storage	controller?	

•  Embedded	run-Cme	(Rules	/	DSL);	binary;	micro-services		
2.  Storage	controller	in	charge	of	front-end	SSD	management	and	applicaCon	

services	
•  OX	controller	as	a	framework	for	programming	storage	controller	
•  Host-SSD	protocol?	

•  PCIe	/	Ethernet	/	NextGen	Fabric	
•  NVMe/REST/..	

3.  Streamlining	the	data	path	
•  Towards	system-wide	latency	binding	
•  OCSSD:	No	warrantee	SSD,	HW-based	read	path	
•  Hardware	acceleraCon	on	the	SoC	

Programming	the	Storage	Controller	
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LightNVM	separates	back-end	and	front-end	SSD	management	
in	order	to	get	predictable	read	latency.	
Input	from	this	community	needed	to	standardize	open-channel	

SSD	interface.	
	
The	Cme	for	programming	the	storage	controller	is	now.	
The	DFC	is	an	ideal	plahorm	for	exploring	this	design	space.		

	Join	the	DFC	community!	
	

Conclusion	
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