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Monolithic Server

• Resource utilization


• Failure


• Flexibility
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Alibaba Cluster Resource 
Utilization

4

0"

0.2"

0.4"

0.6"

0.8"

1"

0" 2" 4" 6" 8" 10"

U
"l
iz
a"

on
)P
er
ce
nt
ag
e)

Time)(hour))

CPU"

Memory"



Google Cluster Resource 
Utilization
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Resource can’t be efficiently utilized

REISS,	
  C.	
  etal.	
  Heterogeneity	
  and	
  dynamicity	
  of	
  clouds	
  at	
  scale:	
  Google	
  trace	
  analysis.	
  SoCC’12.	
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OS/Hypervisor
App App App App

No fine-grained failure handling
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OS/Hypervisor
App App App App

OS/Hypervisor
App App App App

Difficult to incorporate new hardware



Monolithic Server

• Resource utilization


• Failure


• Flexibility


• Memory capacity wall
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Resource Disaggregation:

Breaking monolithic 
servers into network-
attached, independent 
hardware components 
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Why Now?
• Faster network
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Why Now?
• Faster network


• More powerful hardware controller


• Dynamic application resource requirement


• Quickly changing, heterogeneous hardware
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Resource Disaggregation

• Better resource utilization


• Fine-grained failure


• Heterogeneity


• Embracing hardware innovations
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Using Existing Kernels?
• Monolithic/micro kernel: built for single monolithic server


• Multikernel: (vertically) replicated kernel across cores


• Distributed OS [Sprite, V, MOSIX, Charlotte]:

manages distributed monolithic servers

Amoeba: manages resource pool, but not in modern days
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When hardware 
is disaggregated, 
the OS should be 

also!  
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Lego
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Challenges
• Cleanly separate OS services


• Stateless, minimal dependencies 

• Fit hardware constraints

• Processor: no or limited local DRAM


• Memory: limited processing power
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Virtual Addr• Coarse $ line
• High associativity
• Software managed
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(running in mem controller)

• No globally shared memory

• No coherence traffic across network

• RDMA-based RPC



Challenges

• Cleanly separate OS services


• Fit hardware constraints


• Handle failures


• Global resource management
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Status Report
• 170K LOC so far


• Simple processor, memory, storage managers


• Support X86-64


• Backward compatible with common Linux interface


• Run unmodified datacenter application binaries


• Emulate hardware devices using commodity servers
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We will open source!



Initial Results are Encouraging
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Phoenix (single-node MapReduce), unmodified statically-linked binary


Compare one commodity server running Linux with Lego running on 
one proc, one mem, one storage, emulated using three servers
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Conclusion - A Bunch of 
Questions

• Time to change datacenters?


• Do you believe in resource disaggregation?


• New OS for new hardware?


• Are we reinventing the wheel?


• Killer applications?
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Conclusion [hidden version]
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Shall I build a new 
OS?

 NO 

 NO 

 NO  YES 

Post 
tenure?

No better 
things to do?

Is a new OS 
needed?



Thank You 
Questions?
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