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TL;DR

Linearizabllity is not as expensive as you might think.

Paxos and friends offer a one-size-fits-all solution to distributed consensus
which may not perform best for every application.

Faster Paxos demonstrates that decentralised consensus algorithms can
perform better than we previously believed.
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State Machine Replication

NS F AN G

NetwerR



Multi-Paxos

1. Select a node to be leader.

2. Nodes send operations to leader, the leader orders them and replicates
them to the other nodes.

3. Once an operation has been replicated to a majority of nodes then it can
be applied to the state machines.

4. If the leader falls, it is replaced by another node. This process requires
agreement from a majority of nodes.
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Distributed yet highly centralised

The leader Is a single point of serialisation.
However, it also:
e Limits throughput as it becomes a bottleneck
* Increases latency (3 steps instead of 2)

Alternatives have been proposed but have seen little adoption.
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Fast Paxos

Fast Paxos Is similar to Paxos, except that
some proposal numbers are fast.

These use quorums of 3/4 of nodes instead of
1/2 of nodes.

However, any node can send a value directly to
the other nodes, bypassing the leader.
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Abstract  As used in practice, traditional consensus
algorithms require three message delays before any pro-
cess can learn the chosen value. Fast Paxos is an exten-
sion of the classic Paxos algorithm that allows the value
to be learned in two message delays. How and why the
algorithm works are explained informally, and a TLA™
specification of the algorithm appears as an appendix.

Keywords Consensus - Fault tolerance - Distributed
algorithms - Paxos

1 Introduction

The consensus problem requires a set of processes to
choose a single value. This paper considers the consen-
sus problem in an asynchronous message-passing system
subject to non-Byzantine faults. A solution to this prob-
lem must never allow two different values to be chosen
despite any number of failures, and it must eventually
choose a value if enough processes are nonfaulty and
can communicate with one another.

In the traditional statement of the consensus problem,
each process proposes a value and the chosen value must
be one of those proposed values. Itis not hard to see that
any solution requires at least two message delays before
any process learns what value has been chosen [3]. A
number of algorithms achieve this delay in the best case.
The classic Paxos algorithm [7,9] is popular because it
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achieves the optimal delay in the normal case when used
in practical systems [12].

The apparently optimal number of message delays
required by traditional consensus algorithms is illusory -
an artifact of the traditional problem statement in which
values are chosen by the same processes that propose
them. In many applications, values are not proposed by
the same processes that choose the value. For exam-
ple, in a client/server system, the clients propose the
next command to be executed and the servers choose
one proposed command. When a traditional consensus
algorithm is used in such a system, three message delays
are required between when a client proposes a com-
mand and when some process learns which command
has been chosen.

A fast consensus algorithm is one in which a process
can learn the chosen value within two message delays of
when itis proposed, evenif values are proposed and cho-
sen by different sets of processes. It has been shown that
no general consensus algorithm can guarantee learn-
ing within two message delays if competing proposals
collide — that is, if two different values are proposed
concurrently [11]. A fast consensus algorithm therefore
cannot always be fast in the event of collision.

Fast Paxos is a fast consensus algorithm that is a var-
iant of classic Paxos. In the normal case, learning oc-
curs in two message delays when there is no collision
and can be guaranteed to occur in three message de-
lays even with a collision. Moreover, it can achieve any
desired degree of fault tolerance using the smallest pos-
sible number of processes.

The basic idea behind Fast Paxos also underlies an
carlier algorithm of Brasileiro et al. [1]. However, they
considered only the traditional consensus problem, so
they failed to realize that their algorithm could be easily

@ Springer
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New algorithm, new problems

Fast Paxos solves our issue 23 (7‘.3)

with leaders but It introduces
the iIssue of conflicts.

Recovering from conflicts is

expensive. - > —>
2
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Introducing Faster Paxos

Faster Paxos Is similar to Paxos, except that a leader can choose to allow
any node to can send values directly to a chosen majority quorum of nodes.
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Faster Paxos - Conflicts

25 (7‘.3)

P
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Requirements of consensus

The aim of distributed consensus is to decide a single value.
Validity - The decided value must have been be proposed by some node.
Agreement - All node must learn the same decided value.

Termination - Eventually, all nodes must learn the decided value.

Is this what we actually want??

27



Requirements of faster consensus

The aim of distributed consensus is to decide non-empty ordered set of
values.

Validity - Each decided value must have been be proposed by some node.
Agreement - All node must learn the same ordered set of decided values.

Termination - Eventually, all nodes must learn the set of decided values.

28



Faster Paxos - Conflict resolution

When a conflict is detected, 28 (8 [cF,3))

each node retries with the set
of values it has seen. 2A(8, <, ZV
Each node will see the same \

values so next time the
proposals will not conflict.

29



Summary

Faster Paxos solves consensus with optimal latency in the absence of
conflicts/failures. Any conflict are resolved in 2 additional steps.

Faster Paxos however would not be suit to systems where:
 Performance is not a concern.
 Node failures and/or network partitions are very common.

 One node is the source of most options.
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Faster Paxos is one of many options
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——— Abstract

Distributed consensus is integral to modern distributed systems. The widely adopted Paxos
algorithm uses two phases, each requiring majority agreement, to reliably reach consensus. In
this paper, we demonstrate that Paxos, which lies at the foundation of many production systems,
is conservative. Specifically, we observe that each of the phases of Paxos may use non-intersecting
quorums. Majority quorums are not necessary as intersection is required only across phases.
Using this weakening of the requirements made in the original formulation, we propose Flex-
ible Paxos, which generalizes over the Paxos algorithm to provide flexible quorums. We show
that Flexible Paxos is safe, efficient and easy to utilize in existing distributed systems. We discuss
far reaching implications of this result. For example, improved availability results from reducing
the size of second phase quorums by one when the system size is even, while keeping majority
quorums in the first phase. Another example is improved throughput of replication by using
much smaller phase 2 quorums, while increasing the leader election (phase 1) quorums. Finally,

non intersecting quorums in either first or second phases may enhance the efficiency of both.
1998 ACM Subject Classification C.2.4 Distributed Systems
Keywords and phrases Paxos, Distributed Consensus, Quorums
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1 Introduction

Distributed consensus is the problem of reaching agreement in the face of failures. It is a
common problem in modern distributed systems and its applications range from distributed
locking and atomic broadcast to strongly consistent key value stores and state machine
replication [36]. Lamport’s Paxos algorithm [19, 20] is one such solution to this problem and
since its publication it has been widely built upon in teaching, research and practice.

At its core, Paxos uses two phases, each requires agreement from a subset of participants
(known as a quorum) to proceed. The safety and liveness of Paxos is based on the guarantee
that any two quorums will intersect. To satisfy this requirement, quorums are typically
composed of any majority from a fixed set of participants, although other quorum schemes
have been proposed.

In practice, we usually wish to reach agreement over a sequence of values, known as
Multi-Paxos [20]. We use the first phase of Paxos to establish one participant as a leader and
the second phase of Paxos to propose a series of values. To commit a value, the leader must
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Distributed consensus

A Generalised Solution to Distributed Consensus
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Abstract

Distributed consensus, the ability to reach agreement in the face of failures and
asynchrony, is a fundamental primitive for constructing reliable distributed systems
from unreliable components. The Paxos algorithm is synonymous with distributed
consensus, yet it performs poorly in practice and is famously difficult to understand.
In this paper, we re-examine the foundations of distributed consensus. We derive an
abstract solution to consensus, which utilises immutable state for intuitive reasoning
about safety. We prove that our abstract solution generalises over Paxos as well as the
Fast Paxos and Flexible Paxos algorithms. The surprising result of this analysis is a
substantial weakening to the quorum requirements of these widely studied algorithms.

1 Introduction

We depend upon distributed systems, yet the computers and networks that make up these systems
are asynchronous and unreliable. The longstanding problem of distributed consensus formalises
how to reliably reach agreement in such systems. When solved, we become able to construct
strongly consistent distributed systems from unreliable components [13] 21} |4, 17]. Lamport’s
Paxos algorithm [14] is widely deployed in production to solve distributed consensus [5, (6], and
experience with it has led to extensive research to improve its performance and our understanding
but, despite its popularity, both remain problematic.

Paxos performs poorly in practice because its use of majorities means that each decision re-
quires a round trip to many participants, thus placing substantial load on each participant and
the network connecting them. As a result, systems are typically limited in practice to just three
or five participants. Furthermore, Paxos is usually implemented in the form of Multi-Pazos, which
establishes one participant as the master, introducing a performance bottleneck and increasing
latency as all decisions are forwarded via the master. Given these limitations, many production
systems often opt to sacrifice strong consistency guarantees in favour of performance and high
availability (7,3} 18]. Whilst compromise is inevitable in practical distributed systems [10], Paxos
offers just one point in the space of possible trade-offs. In response, this paper aims to improve
performance by offering a generalised solution allowing engineers the flexibility to choose their own
trade-offs according to the needs of their particular application and deployment environment.

Paxos is also notoriously difficult to understand, leading to much follow up work, explaining the
algorithm in simpler terms [20] 15,19, 23] and filling the gaps in the original description, necessary
for constructing practical systems [6, 2]. In recent years, immutability has been increasingly widely
utilised in distributed systems to tame complexity [11]. Examples such as append-only log stores [1,
8] and CRDTs [22] have inspired us to apply immutability to the problem of consensus.

revisited, 2016

revised, 2018
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