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A success story of co-design between theory and systems

Relational algebra:
- Grounding relational system designs
- Continuous co-design, e.g.,

recently worst-case optimal joins!
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Challenge for co-design:

How to find and 
understand theory, e.g., 
for parallel caching?
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Outline

LLM as superpower to bridge systems and theory

Co-design for caches in disaggregated data systems
The parallel paging problem
Theoretic insights and a breakthrough
More co-design required



• LLM-related: Knowledge cut off
• LLM-related: "hallucination”
• User-related: Fluffy question!
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Fluffy questions make for fluffy answers!
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Learn basics of parallel 
caching theory in a day!
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LLM superpower for co-design:



Co-design for caches in 
disaggregated data systems
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Insight 1) Two subproblems in parallel paging:
        Page replacement + Dynamic partitioning
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Page replacement
Decide page to evict when no capacity is left,
via Least-Recently-Used (LRU), LFU, etc.
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        Page replacement + Dynamic partitioning
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How to partition when working sets are unknown and changing?

• Page replacement alone: unbounded slowdown of queries1

• Lower bound: O(log(|queries|)) slowdown2

[1] S. Kamali and H. Xu, “Multicore Paging Algorithms Cannot Be Competitive,” in ACM Symposium on Parallelism in Algorithms and Architectures, 2020
[2] K. Agrawal, et al., “Online Parallel Paging with Optimal Makespan,” ACM Symposium on Parallelism in Algorithms and Architectures, 2020



Insight 2) Best Paper of SPAA’22 by Agrawal et al.2:
First Optimal Algorithm in 2022 by Agrawal et al.2
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[1] K. Agrawal, et al., “Online Parallel Paging with Optimal Makespan,” ACM Symposium on Parallelism in Algorithms and Architectures, 2020
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Buffer Memory

Buffer0 w/ LRU0 Buffern w/ LRUn

Variable-size buffer managers per query processor

Memory as boxes of size zi = k, k/2, …
Assign boxes to buffer managers for zi time units

• At most  O(log(|queries|)) slower than OPT, no more thrashing!
• Compatible with every page replacement algorithm!
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[1] K. Agrawal, et al., “Online Parallel Paging with Optimal Makespan,” ACM Symposium on Parallelism in Algorithms and Architectures, 2020



Much to learn from this paper and caching theory…1,2

• Memory-efficient  (green) paging as starting point
• Optimal random algorithm for parallel paging
• Balancing memory- and time-efficiency via well-roundedness
• Optimal deterministic algorithm
• ...
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[1] S. Kamali and H. Xu, “Multicore Paging Algorithms Cannot Be Competitive,” in ACM Symposium on Parallelism in Algorithms and Architectures, 2020
[2] K. Agrawal, et al., “Online Parallel Paging with Optimal Makespan,” ACM Symposium on Parallelism in Algorithms and Architectures, 2020



More co-design required:

Implementation:

• How to implement the partition schedule, 
for single and multi-node caches?

Benchmarking:

• What is the performance for real workloads, 
with respect to under resource augmentation?

Extension:

• How to address shared working sets and performance variability?
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Conclusion

LLMs make theory very accessible!

Let’s expand the success story of co-design with theory
to disaggregated data systems

Concrete Opportunities
- Optimal caching: no thrashing, coupling of partitioning + paging
- Sound coupling of workload forecasting and provisioning
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Resources

[1] S. Kamali and H. Xu, “Multicore Paging Algorithms Cannot Be 
Competitive,” in ACM Symposium on Parallelism in Algorithms and 
Architectures, 2020
[2] K. Agrawal, et al., “Online Parallel Paging with Optimal 
Makespan,” ACM Symposium on Parallelism in Algorithms and 
Architectures, 2022

9/20/2024               29


	Slide 1: Building bridges in the cloud: More co-design for efficient and robust disaggregated architectures 
	Slide 2: A success story of co-design between theory and systems
	Slide 3
	Slide 4: Single-tenant architecture
	Slide 5: Single-tenant architecture
	Slide 6: Challenge for co-design:
	Slide 7: Outline
	Slide 8: Fluffy questions make for fluffy answers!
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14: Co-design for caches in disaggregated data systems
	Slide 15: Insight 1) Two subproblems in parallel paging:         Page replacement + Dynamic partitioning
	Slide 16: Insight 1) Two subproblems in parallel paging:         Page replacement + Dynamic partitioning
	Slide 17: Insight 1) Two subproblems in parallel paging:         Page replacement + Dynamic partitioning
	Slide 18: Insight 1) Two subproblems in parallel paging:         Page replacement + Dynamic partitioning
	Slide 19
	Slide 20: Insight 2) Best Paper of SPAA’22 by Agrawal et al.2: First Optimal Algorithm in 2022 by Agrawal et al.2
	Slide 21: Insight 2) First Optimal Algorithm in 2022 by Agrawal et al.1
	Slide 22: Insight 2) First Optimal Algorithm in 2022 by Agrawal et al.1
	Slide 23: Insight 2) First Optimal Algorithm in 2022 by Agrawal et al.1
	Slide 24: Insight 2) First Optimal Algorithm in 2022 by Agrawal et al.1
	Slide 25: Insight 2) First Optimal Algorithm in 2022 by Agrawal et al.1
	Slide 26: Much to learn from this paper and caching theory…1,2
	Slide 27: More co-design required:
	Slide 28: Conclusion
	Slide 29: Resources

