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<> Conventional HA Approach
< What isour “Active-Active’ ?
< Impact of a node failure

< Failover Time Example
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HiRDBrarchitectural overview

HPTS2003

« “Parallel Server” realizes large-scale database processing.
» High-scalability achieved by shared-nothing architecture.
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e key range partitioning
e hash partitioning

e parallel update

e Pipeline paralle
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All processing

Is performed in parallel

FES: Front End Server
BES: Back End Server
DS : Directory Server

/
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I HIRIDBAErsioni v lrargets

HPTS2003

v NON_STOP (No Downtime)

— Unplanned Downtime

»HA Solutions
* DR Solutions

— Planned Downtime
« Online Reconfiguration
* Online Reorganization
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I Eonventional HATApproach

HPTS2003

Active-Standby architecture: Hot Standby

» A spare server machine and a Standby database instance
are preparing to failover on various failures

« |t provides good failover time
* It has a big problem for TCO: resource utilization

— A standby database instance for failover is usually inactive
and sleeping

Spare Machlnei
DB Server 2 Standby

Iﬂstan.ez

Standby Standby
DB Server 1 DB Server 2
ﬂstan.el Irﬂstan.ez

Y4iRDB!7 HiRDB!7

Normally: Inactive, ldle, Sleeping At failure: Standby to Active quickly
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I Whatiis our “Active - Active? 2

HPTS2003

Our Active-Active architecture overview

— Fast failover Single digit seconds
» Failover to active servers

* The surviving active server accesses to the database
instead of the server on the failed instance

— Low Cost No redundant resources
» All Instances Active, No Instance Idle (Standby)

DB Server 1 DB Server 2 DB Server 2

Normally: All Instances Active At failure: Surviving Instances

No Spare Server Machine, access all databases
No Standby Instance
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I Ealleyer Precessing

v Failure detection

v' Resource change

v' DB recovery

v" Transaction conclusion
(rollback)

HPTS2003

Query

!InstanceO

to BES2
Instance?2

%e

Failur e detethion

[
Rollback | B

Resour ce change DB ﬂ i_o |

S L
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I Ealleyer Precessing (Cont.) N

v'Failure detection

— Early detection in cooperation with Clusterware

*HIRDB instance failure _— Query
Alive check of HIRDB on shared memory !Instanceo

*OS failure
Failure handling

*Machine failure
Alive check of the pair node

to BES2
Instance?2

v'Resource change
— Quickly VG change
by varying on in concurrent mode I
with no-concurrent access con‘r%I | ™ Resource change )
Bl Lo =~ DB2 Lo
— DB, Log T » % T » %E
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I Ealleyer Precessing (Cont.) N

v'DB recovery

— Internal DB recovery
In the surviving active instance Query

*During DB recovery, the instance - !Instanceo
(ex. Instance?2) is performing DB
processing to the own DB (ex. DB2)

*No impact to the original DB processing
— Parallel REDO DB processing requ B processing request

: to BES1 g to BES2
*Rollfoward processu? -
is performed in paralle

Instancel Instance?2
v’ Transaction conclusic
(rollback)

—“Delayed rerun”

When REDO is completed,
new transactions can be procease | |
«Rollback operations DBlI "—0% :l DBEQLO%E
o

and the new transaction processmg performed in parallel
9 All Rights Reserved. Copyright© 2003,Hitachi,Ltd.




I Ealleyer Precessing (Cont.) N

®|mpact to requests to BES1:No error

—“Transaction queuing” Query

*During resource change and DB recovery, == !Instanceo
FESs put off sending DB processing

requests to BES1 I-é S

*\When DB recovery is completed,
FESs begin to throw the requests 1 I ansac DB processing request

QueuiNO g to BES2
Instancel ‘ Instance?

- 5: I
%’.ﬁgﬁe Failoveses

()|

4= DB reco

' | Resour ce change
}‘ DBELi_o% :
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I [DatanasePrecessing /After Failover T

v'"Requests routing

— DB processing requests to the Query
failed BES1 are sent to a BES2 !'nStaﬂCeo

— BES?2 is called “substitute server”

) ) - B processing request
v'DB processing instead DB process g read D eS|
the failed BES y Instancel Instance?

—On demand, SO e
a “substitute server” BES
process performs DB
processing with access to
iInstead of the failed BES1

—change the processing
environment:BES2 to BES1 | |
(DB server process context DBl|

switch) >
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I DatanaseProcessing/After Failover (Cont.) o

v'DB buffers are shared with the
“substitute server” processing

—The BES1 processing performs access
to DB2 using the DB buffers for BES2

Query

= !InstanceO

v'Log buffers are not shared

—Instance?2 has the Log buffers DB proctisgié‘glfequ
for the “substitute server!

Instancel
—The BESL1 processing 3 ‘ . -
. . ‘ ~ = 1
writes log into Logl l

using the own Log buffer

to BES2
Instance?2

—no need
to merge Logl to Log2
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mpactolianedefalure

HPTS2003

 During failover the other “surviving” instances (nodes)
remain up and running

* No period during which all databases can not be accessed

» Always new transactions can be accepted

| mpact .. Enableto access
Enable to acecess surviving nodes Al databases

Disableto thedatabase | Enableto accessthe database
on thefailed node (Disableto accesel,the data

that hasnot b undone)

Failure\Resour Tranl
Hefection change ecovery / conclu
rollfowar (rollb time

ARunnlng transactions REDO A Enable to process new transactions on the database
arefailed Log

<&—— Enableto accept new transactions >

Failover
Processing
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I Ealloversinme Example

HPTS2003

e Fast failover ;: 6sec~11lsec
- Early failure detection

- Fast resource change and DB recovery
|

B Failure detection

HIRDB
Instance
failure

B Resource change

O DB recovery

B Rollforward

OS failure

Machine
failure

/ /

0 5 _ 10 15
Failover time (seconds)
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Coneltiions

HPTS2003

— When nodes are failed, the other surviving instances
perform DB processing instead of the failed servers
as If it were shared disk architecture

— Fast faillover and Good resource utilization
by substitute processing by active server etc.

— Applications never notice failures
and the services are provided to end-users continuously

— Of course highly scalability:
advantages of shared nothing architecture are inherited

— Therefore our “Active-Active HA architecture” is good

— Which is winner, Shared Disk Cluster or Shared Nothing
Cluster?
> No winner! Getting advantages of the other
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I bther mpoertant Features and Some Challenges

HPTS2003

® Other Important Features

— Superior solutions for disaster recovery
» Real-time SAN replications
» Real-time SQL replications
» Relocatable Tables

— Online Reconfiguration
» add instance/server
« add DB buffer
« add DB space
» change configuration

— Online Reorganization
e Online rebalance utility

— Online Software Maintenance

® Some Challenges
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HPTS2003

«iiRDBi7
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